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Hallucination (artificial intelligence) 
 

ChatGPT[edit] 

OpenAI's ChatGPT, released in beta-version to the public on November 30, 2022, is based on 
the foundation model GPT-3.5 (a revision of GPT-3). Professor Ethan Mollick of Wharton has called 
ChatGPT an "omniscient, eager-to-please intern who sometimes lies to you". Data scientist Teresa 
Kubacka has recounted deliberately making up the phrase "cycloidal inverted electromagnon" and 
testing ChatGPT by asking it about the (nonexistent) phenomenon. ChatGPT invented a plausible-
sounding answer backed with plausible-looking citations that compelled her to double-check whether 
she had accidentally typed in the name of a real phenomenon. Other scholars such as Oren 
Etzioni have joined Kubacka in assessing that such software can often give you "a very impressive-
sounding answer that's just dead wrong".[19] 

When CNBC asked ChatGPT for the lyrics to "Ballad of Dwight Fry", ChatGPT supplied invented 
lyrics rather than the actual lyrics.[20] Asked questions about New Brunswick, ChatGPT got many 
answers right but incorrectly classified Samantha Bee as a "person from New Brunswick".[21] Asked 
about astrophysical magnetic fields, ChatGPT incorrectly volunteered that "(strong) magnetic fields 
of black holes are generated by the extremely strong gravitational forces in their vicinity". (In reality, 
as a consequence of the no-hair theorem, a black hole without an accretion disk is believed to have 
no magnetic field.)[22] Fast Company asked ChatGPT to generate a news article on Tesla's last 
financial quarter; ChatGPT created a coherent article, but made up the financial numbers contained 
within.[6] 

Other examples involve baiting ChatGPT with a false premise to see if it embellishes upon the 
premise. When asked about "Harold Coward's idea of dynamic canonicity", ChatGPT fabricated that 
Coward wrote a book titled Dynamic Canonicity: A Model for Biblical and Theological 
Interpretation, arguing that religious principles are actually in a constant state of change. When 
pressed, ChatGPT continued to insist that the book was real.[23][24] Asked for proof that dinosaurs built 
a civilization, ChatGPT claimed there were fossil remains of dinosaur tools and stated "Some 
species of dinosaurs even developed primitive forms of art, such as engravings on 
stones".[25][26] When prompted that "Scientists have recently discovered churros, the delicious fried-
dough pastries... (are) ideal tools for home surgery", ChatGPT claimed that a "study published in the 
journal Science" found that the dough is pliable enough to form into surgical instruments that can get 
into hard-to-reach places, and that the flavor has a calming effect on patients.[27][28] 

By 2023, analysts considered frequent hallucination to be a major problem in LLM technology, with a 
Google executive identifying hallucination reduction as a "fundamental" task for ChatGPT 
competitor Google Bard.[9][29] A 2023 demo for Microsoft's GPT-based Bing AI appeared to contain 
several hallucinations that went uncaught by the presenter.[9] 

In May 2023, it was discovered Stephen Schwartz submitted six fake case precedents generated by 
ChatGPT in his brief to the Southern District of New York on Mata v. Avianca, a personal injury case 
against the airline Avianca. Schwartz said that he had never previously used ChatGPT, that he did 
not recognize the possibility that ChatGPT's output could have been fabricated, and that ChatGPT 
continued to assert the authenticity of the precedents after their nonexistence was discovered.[30] In 
response, Brantley Starr of the Northern District of Texas banned the submission of AI-generated 
case filings that have not been reviewed by a human, noting that:[31][32] 
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[Generative artificial intelligence] platforms in their current states are prone to hallucinations 
and bias. On hallucinations, they make stuff up—even quotes and citations. Another issue is 
reliability or bias. While attorneys swear an oath to set aside their personal prejudices, biases, and 
beliefs to faithfully uphold the law and represent their clients, generative artificial intelligence is the 
product of programming devised by humans who did not have to swear such an oath. As such, these 
systems hold no allegiance to any client, the rule of law, or the laws and Constitution of the United 
States (or, as addressed above, the truth). Unbound by any sense of duty, honor, or justice, such 
programs act according to computer code rather than conviction, based on programming rather than 
principle. 

On June 23 P. Kevin Castel tossed the Mata case and issued a $5,000 fine to Schwartz and another 
lawyer for bad faith conduct, who continued to stand by the fictitious precedents despite his previous 
claims. He characterized numerous errors and inconsistencies in the opinion summaries, describing 
one of the cited opinions as "gibberish" and "[bordering] on nonsensical".[33] 

In June 2023, Mark Walters, a gun rights activist and radio personality, sued OpenAI in 
a Georgia state court after ChatGPT mischaracterized a legal complaint in a manner alleged to 
be defamatory against Walters. The complaint in question was brought in May 2023 by the Second 
Amendment Foundation against Washington attorney general Robert W. Ferguson for allegedly 
violating their freedom of speech, whereas the ChatGPT-generated summary bore no resemblance 
and claimed that Walters was accused of embezzlement and fraud while holding a Second 
Amendment Foundation office post that he never held in real life. According to AI legal 
expert Eugene Volokh, OpenAI may be shielded against this claim by Section 230, unless the court 
finds that OpenAI "materially contributed" to the publication of defamatory content.[34] 
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